Parallel Processor Systems Mark Scheme

1. (a) -All instructions have three phases…

-which are treated separately, by different parts of the processor…

-so that more than one instruction can be being dealt with simultaneously. 

(2) 

(b)
-Jump instruction

-The instructions in the pipeline are no longer the ones to be dealt with next…

-so the pipeline has to be reset.

(3)

2. -Some simulations are time sensitive

-and require large amounts of processing

-where processes are interrelated

-calculations can be done at same time which speeds up processing

-e.g. weather forecasting

(1 per -, max 4) 
(4)
3. (a) - many processors are used…

- simultaneously

- all doing some processing required by the application

- Special non-linear programs must be produced

(1 per -, max 2) 
[2]
(b) - A suitable example e.g. .Weather forecasting.
- Large amount of processing required, the results of which are time sensitive

(1 for application, 1 for reason) 
[2]
4. (a) Many processors working together (on the same run of a program)
(1)
(b) ADV speeds up processes because more than one calculation can be done 
at a time

DIS Programs must be specially written 
(2)

5. – Special operating system (to control)…

– several processors simultaneously…

– array processor

– Specially written/non serial, (application) software

(1 per –, max 3) 
[3]

6. (a) Data collected about present conditions to include

wind speed/humidity/temperature/pressure

Also details about conditions close to required location

Predictions made (forecast) and

Prediction matched against actual results to

Hone predictions next time

Data collected by weather balloons/satellites/weather stations

(1 per point, max 5) 
(5)

(b) Vast quantities of data

Large number of calculations

To be carried out in a very short time

Application is time sensitive

Application is processor bound

Parallel processing can increase processing speeds massively

(1 per point max 3) 

(3)
7. - Coprocessors

- additional processors which works alongside the main processor


- Floating point processors

- carry out calculations on floating point values as single units

- Maths coprocessors

- separate units which carry out all mathematical operations.
- Array processors

- Allows a single instruction to be carried out ….

- simultaneously on a number of data locations / using several ALUs
- Used to process all the values in an array at the same time
- Parallel processors

- More than one processor

- to perform a single job

- Each processor is used to perform a task which is a part of the entire problem
(1 per –, max 3 per processor type, max 9) 
[9]
8. -Data bus

-to carry data from one location to another in processor // e.g. from MDR to CIR

-Address bus

-carries the address of a memory location // e.g. Address of location in memory from MAR

-Control bus

-Carries control signals around processor // to synchronise the operation of the processor

components // by example: memory read/write completed // each line carries a different signal.

Accept: system bus, memory bus, firewire, USB, PCI + explanation

(2nd mark is dependent on correct bus name)

(2 per -, max 6) 
[6]
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